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Functional Brain Network Efficiency
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Abstract: The neuronal causes of individual differences in mental abilities such as intelligence are com-
plex and profoundly important. Understanding these abilities has the potential to facilitate their
enhancement. The purpose of this study was to identify the functional brain network characteristics
and their relation to psychometric intelligence. In particular, we examined whether the functional net-
work exhibits efficient small-world network attributes (high clustering and short path length) and
whether these small-world network parameters are associated with intellectual performance. High-den-
sity resting state electroencephalography (EEG) was recorded in 74 healthy subjects to analyze graph-
theoretical functional network characteristics at an intracortical level. Ravens advanced progressive
matrices were used to assess intelligence. We found that the clustering coefficient and path length of
the functional network are strongly related to intelligence. Thus, the more intelligent the subjects are
the more the functional brain network resembles a small-world network. We further identified the pa-
rietal cortex as a main hub of this resting state network as indicated by increased degree centrality that
is associated with higher intelligence. Taken together, this is the first study that substantiates the neu-
ral efficiency hypothesis as well as the Parieto-Frontal Integration Theory (P-FIT) of intelligence in the
context of functional brain network characteristics. These theories are currently the most established
intelligence theories in neuroscience. Our findings revealed robust evidence of an efficiently organized
resting state functional brain network for highly productive cognitions. Hum Brain Mapp 00:000-000,
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INTRODUCTION

The human brain is organized as a highly intercon-
nected structural network [Herculano-Houzel, 2009] that
functionally links adjacent and distant brain areas. This
functional coupling is present during the processing of
cognitive tasks and it is even present during rest [Jann
et al., 2010; Laufs, 2008]. Recent studies have shown that
the functional and anatomical connections of the brain net-
work are organized in a highly efficient small-world man-
ner [Bullmore and Sporns, 2009; Sporns and Kotter, 2004;
Stam, 2004]. A small-world organization of the brain net-
work implies a high level of local neighborhood clustering
(indexed by the clustering coefficient) combined with
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global efficiency of information transfer (indexed by the
path length) [Bullmore and Sporns, 2009]. Thus, the small-
world networks explain how the brain minimizes wiring
costs while simultaneously maximizing the efficiency of in-
formation propagation [Achard and Bullmore, 2007; Kaiser
and Hilgetag, 2006; Sporns et al., 2004]. It is unclear to
date whether individual differences in cognitive functions
such as intelligence are associated with differences in
small-world characteristics of functional brain networks.
Although intelligence is one of the most influential factors
characterizing individuals in decision-making, job place-
ment and education [Deary et al., 2010], the psychophysio-
logical underpinnings of interindividual differences in
intelligence are still hardly understood.

Most studies of human intelligence have been conducted in
the context of two influential theories: the neural efficiency hy-
pothesis of intelligence [Neubauer and Fink, 2009] and the
Parieto-Frontal Integration Theory of intelligence (P-FIT)
[Jung and Haier, 2007]. Studies supporting the neural effi-
ciency hypothesis demonstrate that more intelligent subjects
need less neural resources (primarily in frontal brain areas) to
solve cognitive tasks [Neubauer and Fink, 2009]. Most of the
studies also fit to the P-FIT of intelligence. This theory is
mainly based on brain imaging data obtained with positron
emission tomography (PET) or functional magnetic resonance
imaging (fMRI), but also supported by structural findings
derived from voxel-based morphometry [Jung and Haier,
2007]. The P-FIT of intelligence emphasizes that there is no
focused intelligence centre in the brain, but that intelligence
emerges from a network comprising frontal and parietal brain
areas. In this context, the parietal cortex is thought to generate
symbols and abstract rules, while the prefrontal cortex tests
hypotheses, elaborates solutions to given problems, and gen-
erates, selects and inhibits actions. Although the P-FIT of intel-
ligence suggests that variations in a distributed network
exhibits the best prediction for individual differences, no neu-
roscientific investigation has examined the P-FIT of intelli-
gence in the context of EEG resting-state network analyses.

To date, only three studies have related small-world net-
work features to psychometric intelligence. Two recent brain
imaging studies (one using fMRI [van den Heuvel et al.,
2009] and the other DTI [Li et al., 2009]) demonstrated asso-
ciations between psychometric intelligence and a particular
brain network topology organized according to a small-
world network. Since the characteristics of a network are not
merely defined by its morphological properties (e.g., ana-
tomical connections) and because communication in the
brain is faster than the time resolution of seconds (as meas-
ured with fMRI), it is preferable to study brain network
characteristics using high-density EEG or magnetoencepha-
lography (MEG) data. High-density EEG and MEG have the
advantages of capturing neurophysiological activations in
the millisecond range and, in contrast to fMRI, do not rely
on metabolic signals such as the blood oxygenation level de-
pendent (BOLD) signal that is only indirectly related to neu-
rophysiological activations. We therefore calculated small-
world properties of dynamic brain networks on the basis of

high-density EEG. EEG has only been used once to study
small-world characteristics in relation to intellectual abilities
[Micheloyannis et al., 2006]. However, the findings of this
study do not entirely fit with the results of the fMRI and DTI
studies mentioned above. While the cause of this discrep-
ancy is not yet clear, there are methodological issues of con-
cern, such as the limited set of surface electrodes and
unsolved problems with volume conductivity (see Method
section). To circumvent these methodological issues, we read-
dressed the question whether psychometric intelligence is
related to a functional resting network resembling a small-
world network architecture by using high-density EEG in
association with a valid method to estimate the intracortical
sources of surface EEG standardized low resolution brain elec-
tromagnetic tomography (sSLORETA) [Pascual-Marqui, 2002].

In this study, we focus on the so-called resting EEG and
its relation to psychometric intelligence, and on the upper
alpha band as it has been repeatedly associated with intel-
ligence [Angelakis et al., 2004; Doppelmayr et al., 2002;
Jausovec and Jausovec, 2000; Klimesch, 1999; Thatcher
et al., 2008]. Given that some studies also identified rela-
tionships between psychometric intelligence and other fre-
quency bands (e.g., theta, beta, gamma) [Jausovec and
Jausovec, 2000; Klimesch, 1999; Thatcher et al., 2007], we
combined our hypotheses with a data driven approach. In
order to not constrict the analysis to a particular frequency
band, we first performed a scalp map analysis for the
whole frequency spectrum. The power of the different fre-
quency bands were computed for each subject and clusters
of electrodes and correlated with the performance in the
intelligence test. For the purpose of estimating the intra-
cortical electrical sources, all topographical EEG frequency
data were transformed in a second step into the intracorti-
cal space. Thus, we obtained for all frequency bands and
each voxel a particular current density value correlated
with psychometric intelligence. For those frequency bands
that revealed significant correlations based on both the to-
pographical analysis and the analysis in the intracortical
space, additional graph-theoretical analyses based on co-
herence were performed. The advantage of graph-theoreti-
cal network analyses over the classical EEG analyses is
that this analysis provides additional information about
functional connectivity between different brain areas and
electrodes, respectively. Thus graph-theoretical network
analyses are ideal to investigate the neural efficiency hy-
pothesis and the P-FIT of intelligence. On the basis of the
evidence summarized above, we hypothesize that small-
world network characteristics (clustering coefficient, path
length and degree) are correlated with psychometric intel-
ligence, especially in parietal and frontal regions.

METHODS
Subjects

Seventy-five healthy male students (mean/standard
deviation: 25.5/4.86 years, range 19-43 years) participated
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in the study. All were right-handed according to the
Annett-Handedness-Questionnaire  [Annett, 1970] and
native Swiss German speakers. They were screened to
ensure that they had no history of neurological or psychiat-
ric disorders, neuropsychological problems, or medication
and drug abuse. One subject did not agree to conduct the
Ravens Advanced Progressive Matrices (RAPM). The local
ethics committee approved the study and all participants
gave written informed consent to participate in the study.

Task

RAPM is a widely used to measure psychometric intelli-
gence [Raven, 2003] and was administered after the EEG
recordings. The RAPM is a reasoning-based intelligence
test, which focuses on visual-spatial abilities. In addition,
working memory plays a crucial role in this task, particu-
larly the executive control of attention to overcome distrac-
tion or interference. Gray and Thompson [2004] described
that the performance RAPM best reflects the general factor
of intelligence (g).

Procedure

Subjects were sitting comfortably in a chair in a dimly
illuminated, sound-shielded Faraday recording cage. Sub-
jects were instructed that EEG recording is done while
they rested with their eyes alternately open or closed. The
EEG protocol consisted of the participants resting with
their eyes open for 20 s, followed by 40 s with their eyes
closed; this was repeated five times. Only data from the
200 s eyes closed condition were analyzed. After the re-
cording of the resting EEG, subjects conducted the Raven
Advanced Progressive Matrices (RAPM).

Electroencephalographical Recording

The high-density EEG was recorded at a sampling rate
of 250 Hz with a bandpass of 0.1 to 100 Hz with a 128-
channel EEG Geodesic Netamps system (Electrical Geode-
sics, Eugene, Oregon). Recording reference was at Cz (ver-
tex of the head). Impedances were kept below 20 kOhm.
Independent component analysis was used to remove eye-
movement artifacts from the EEG. In addition to the appli-
cation of an automated artifact rejection procedure, data
were visually inspected for noise like eye movements, eye
blinks, sweating, and muscular artifacts. After artifact rejec-
tion the electrodes in the outermost circumference (chin
and neck) as well as other artifact channels were excluded
and interpolated to a standard 111-channel electrode array
[Perrin et al., 1987]. The artifact-free EEG was recomputed
against the average reference and segmented into 2 s
epochs. In a second step, a discrete Fourier transformation
algorithm was applied to the artifact-free 2 s epochs (45
segments per subjects). The power spectrum of 1.5-49.5 Hz
(resolution: 0.488 Hz) was calculated. The spectra for each
channel were averaged over all epochs for each subject.
Absolute power spectra were integrated for the following
eight independent frequency bands following classification

proposed by Kubicki et al. [1979]: delta (1.5-6 Hz), theta
(6.5-8 Hz), alphal (8.5-10 Hz), alpha2 (10.5-12 Hz), betal
(12.5-18Hz), beta2 (18.5-21 Hz), beta3 (21.5-30 Hz), and
gamma (30-49.5). All the analyses applied in this study are
summarized in a workflow (see Fig. 1).

Scalp Map Analysis

After the preprocessing steps, the data of 111 electrodes
were collapsed into three anterior and three posterior elec-
trode clusters: anterior (left, middle, right), posterior (left,
middle, right). Partial regression analyses were calculated
for each cluster and frequency band between EEG power
and RAPM-performance, after covarying out age effects.
Statistical significance was assessed by means of a non-
parametric randomization test [Fisher, 1935; Nichols and
Holmes, 2002]. An error probability of P < 0.05 (corrected
for multiple comparisons) was used to indicate significant
correlations.

Intracortical Source Localization Analysis

For the purpose of estimating the intracortical electrical
sources standardized low resolution brain electromagnetic
tomography (sLORETA, [Pascual-Marqui, 2002]) was used.
sLORETA computes, from the recorded scalp electric
potential differences, the three-dimensional distribution of
the electrically active neuronal generators in the brain as
standardized units of current density (A/ cm?) at each
voxel by assuming similar activation among neighboring
neuronal clusters [Pascual-Marqui, 2002]. In the current
implementation of SLORETA, computations were made in
a realistic head model [Fuchs et al, 2002] using the
MNI152 template [Mazziotta et al., 2001] with the three-
dimensional solution space restricted to cortical gray mat-
ter as determined by the probabilistic Talairach atlas [Lan-
caster et al., 2000]. The standard electrode positions on the
MNI152 scalp were taken from Jurcak et al. [2007] and
Qostenveld and Pramstra [2001]. The intracerebral volume
is partitioned in 6,239 voxels at 5 mm spatial resolution.
Thus, sLORETA images represent the standardized electric
activity at each voxel in Montreal Neurological Institute
(MNI) stereotaxic space as the exact magnitude of the esti-
mated current density. Anatomical labels are reported as
Brodmannn areas transformed into MNI space [Brett et al.,
2002]. sSLORETA solves the inverse problem by taking into
account the well-known effects of the head as a volume
conductor. Conventional LORETA and the more recent
sLORETA analyses have been frequently used in previous
experiments to localize brain activations on the basis of
EEG or MEG data [Langer et al., 2010; Mulert et al., 2004;
Zaehle et al., 2009].

Voxel-wise partial correlations between current density
and RAPM-performance were calculated while controlling
for age effects. Statistical significance was assessed by
means of a nonparametric randomization test [Fisher,
1935; Nichols and Holmes, 2002]. An error probability of P
< 0.05 (corrected for multiple comparisons) was used to

¢ 3 e



¢ Langer et al. ¢

EEG data

Et

see Figure 2

see Figure 3

Graph-theoretical network analysis

Graph-theoretical network analysis
with topographical data

see supplementary appendix

Graph-theoretical network analysis
with intracortical data

see Figure 586

Figure I.
The workflow of all the analyses, which were implemented in this study are summarized as an overview.

assess significant correlations between psychometric intel-
ligence and the intracortical sources of activation.

Graph-Theoretical Network Analysis
Background

To mathematically describe small-world networks,
graph-theoretical analysis techniques are generally used
[Bullmore and Sporns, 2009], which are abstract represen-

tations of networks consisting of sets of vertices (nodes)
linked by connections (edges). These graphs are character-
ized by specific measures: clustering coefficients and path
lengths. In comparison with randomly organized net-
works, a relative high clustering coefficient and a similar
path length characterize small-world networks. Small-
world features of the human brain have been identified on
the basis of functional and anatomical data [Eguiluz et al.,
2005; Reijneveld et al., 2007; Stam, 2004; Yu et al., 2008].
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Measures of connectivity

In the context of this study, connectivity parameters at
the level of brain-topographic data (see Supporting Infor-
mation Appendix) and for intracortical sources of brain
oscillations were analyzed. In particular, the connectivity
measure of linear instantaneous dependence (coherence)
was used to calculate small-world parameters. This mea-
sure was used in other studies before [De Vico Fallani
et al., 2010; Pascual-Marqui, 2007b] and is deemed an
adequate measure for computing resting state networks.
Linear instantaneous connectivity is a function that oper-
ates in the frequency domain and generates a value
between 0 and 1. Given two signals x and y, the linear in-
stantaneous connectivity is calculated in a particular fre-
quency f by taking the square of the cross-spectrum

1Sw ()

and the dividing by the product of the two corresponding
auto power spectra:

EMGl
Sny(f) B SXX(fy)SW (f)

For an extensive discussion on different measures of
causal dependencies and their computation, please refer to
Geweke [1982] and Pascual-Marqui [2007b]. Compared
with coherence calculations on the surface scalp, the intra-
cortical analysis of coherence is less contaminated by non-
physiological influences due to volume conduction (for a
discussion see reference [Pascual-Marqui, 2007b]). Several
studies concluded that an intracortical approach represents
a clear methodological improvement compared to analysis
at surface electrodes [Babiloni et al., 2004; Lehmann et al.,
2006; Mulert et al., 2004; Sinai and Pratt, 2003]. Finally,
conducting the analysis on the intracortical level made it
possible to estimate coherence between any number of
brain areas (i.e., distributed cortical networks) instead of
being restricted to a given array of scalp electrodes [Pasc-
ual-Marqui, 2007a].

Construction of the connectivity matrix

On the basis of the stereotactic space provided by the
Montreal neurological institute (MNI) template [Mazziotta
et al., 2001], 42 anatomical regions of interest (ROI) in each
hemisphere were defined according to Brodmann areas
[Brodmann, 1909]. With these 84 ROIs, the entire cortex
was delineated into separate regions for which current
densities were computed [Evans et al., 1993].

Within the sLORETA analysis framework, coherence
between 84 anatomical regions of interest (ROI) in both
hemispheres was computed. We chose to use the centroid
voxels of each region of interest (ROI) instead of calcula-
tion of average coherence measures of each ROI, because

sLORETA estimates the solution of the inverse problem
based on the assumption that the smoothest of all possible
activation distributions is the most plausible one. This
assumption is supported by neurophysiological data dem-
onstrating that neighboring neuronal populations show
highly correlated activity. Because of this assumption of
sLORETA, signals of spatially near voxels of neighboring
ROIs are highly correlated inducing larger coherence,
which might be not physiological in nature. By taking just
the single center voxel of each ROI, we reduced such con-
tamination. Because of the spatially smooth inverse solu-
tion of sSLORETA, information of the centroid voxel is an
accurate representative for activity within the ROIs.

The coherence was computed between all 84 ROIs. Since
our preceding analyses only obtained significant correla-
tions between the upper alpha power and psychometric
intelligence using the surface EEG data, we calculated
intracortical coherence for the upper alpha frequency band
(10.5-12 Hz).

These intracortical coherence measures between the 84
ROIs were subjected to graph-theoretical network analysis.
The input for this analysis consisted of a 84 x 84 coher-
ence-matrix (84 ROIs) for each subject. An individual net-
work is represented by the weighted connectivity matrix
with nodes and edges, where nodes represent ROIs and
edges represent the undirected weighted connections (co-
herence) between ROIs.

Defining the threshold for the
small-world network analysis

In a first step, the correlation threshold, which corre-
sponds to a small-world topology, was determined on the
basis of the average network across all subjects. There is
currently no definitive and generally accepted strategy for
applying a particular threshold. According to previous
small-world network analyses [Li et al., 2009; Micheloyan-
nis et al., 2009; Stam and Reijneveld, 2007; Stam et al.,
2007], the average network was, therefore, thresholded
repeatedly over a wide range of correlation thresholds in
increments of ¥ = 0.05 from r = 0.65 to r = 0.95. The thus
obtained thresholded average correlation matrices were
then subjected to the network analysis software tnet
[Opsahl, 2009; Opsahl and Panzarasa, 2009] to quantify
small-worldness [Bullmore and Sporns, 2009; Watts and
Strogatz, 1998]. Small-world indices were derived from the
comparison of the real (measured) networks with 100 ran-
dom networks comprising the same number of nodes,
edges and degree distribution as the real network [Opsahl
et al., 2008]. Based on the comparison of the real network
indices with those of the random networks, key measures
describing the overall architecture of the real network
were computed. Key measures of a small-world network
are the clustering coefficient C, the characteristic path
length L, and the degree distribution D [Watts and Stro-
gatz, 1998]. The clustering coefficient C is given by the ra-
tio of the number of closed triplets to the total value of
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triplets and provides information about the level of local
connectedness within a network. The characteristic path
length L of a network gives the average number of connec-
tions that have to be crossed to travel from each node to
every other node in the network and provides information
about the level of global communication efficiency of a
network [van den Heuvel et al., 2009]. For details about
the calculation of the clustering coefficient and path length
and their formula see Humphries et al. [2006] and Opsahl
and Panzarasa [2009].

Small-world organized networks are characterized by a
clustering coefficient C that is higher than the C of a ran-
domly organized network (C random), but still with a
short characteristic path length L that is similar to that of
an equivalent random network (L random) [Humphries
and Gurney, 2008; Humphries et al., 2006; Watts and Stro-
gatz, 1998]. Formally, small-world networks show a ratio y
defined as C real/C random of >>1 and a ratio A defined
as L real/L random of ~1 [Humphries and Gurney, 2008;
Sporns and Zwi, 2004; Watts and Strogatz, 1998]. A high y
reflects a high level of local neighborhood clustering
within a network, and a short travel distance A expresses a
high level of global communication efficiency within a net-
work [Bullmore and Sporns, 2009; Sporns et al., 2004;
Watts and Strogatz, 1998].

In summary, the mean correlation matrix (averaged
across all subjects) was thresholded with a set of different
thresholds (range 0.55-0.95). In a second step, network pa-
rameters (clustering coefficient, path length, v and i) were
calculated for the different thresholded mean coherence
matrices. The particular threshold, which identified y and
L of the mean correlation matrix (over all subjects) that
best corresponds to a small-world topology was chosen
and applied to the correlation matrices of each individual
subject. Subsequently, the correlation matrix of each sub-
ject was subjected to tnet software, which calculated the
small-world indices (clustering coefficient and path length)
as described above.

Regional node analysis

Hub regions based on weighted degree centrality [Free-
man, 1978; Opsahl, 2009] were evaluated in addition.
Degree is a global centrality measure within a network
and is often taken as the sum of weights and labeled node
strength [Barrat et al.,, 2004; Newman, 2004]. Therefore,
every node exhibits its own degree centrality score. In
addition, the betweenness centrality was analyzed. Betwe-
enness centrality relies on the calculation of shortest dis-
tances in the network [Wasserman and Faust, 1994].
Nodes that occur on many shortest paths (geodesics)
between other nodes have higher betweenness centrality
than those that do not. A node with high betweenness cen-
trality is interpreted as a gatekeeper that is able to control
the information flow through the node.

For statistical comparisons of the relationship between
the small-world indices (number of edges, clustering coef-

ficient, path length), regional node index (degree centrality
scores), and the performance in the RAPM, we used par-
tial correlation analysis controlling for age. For these
small-world indices error probability was set to P < 0.05,
corrected for multiple comparisons, through a modified
Bonferroni method proposed by [Holm, 1979; Shaffer,
1995] that is more powerful than the traditional Bonferroni
approach but maintains experiment wise error rate. For
the regional node index, error probability was set to <0.05,
uncorrected for multiple comparisons. Because of our
strong a priori hypotheses, in particular the parieto-frontal
network, we did not use a correction for multiple compari-
sons for the regional node index.

RESULTS
Behavioral Results

Raw scores obtained for the Ravens Progressive Matri-
ces (RAPM) ranged between 10 and 31, (mean = 22.2,
standard deviation = 5.53). The RAPM scores correlated
negatively with age (Pearson’s r = —0.40; p = 0.001).

Scalp Map Analysis

Psychometric intelligence was positively correlated with
upper alpha oscillations in the right posterior electrode
cluster (r = 0.361, p = 0.014) after removing the effect of
age. For further electrode clusters, upper alpha frequency
revealed also high correlations, but did not reach statistical
significance (see Fig. 2). The analysis of the clusters of all
other frequency bands revealed no significant relationship
with RAPM performance.

Intracortical Source Localization Analysis

After removing the effect of age, the intracortical source
localization analysis of all frequency bands revealed a sig-
nificantly positive correlation only between the upper
alpha activity and the RAPM performance (r = 0.459, p =
0.0068, corrected for multiple comparison). The maximum
of this significant correlation was localized in the right
parietal cortex (Fig. 3). The partial correlations of all other
frequency bands revealed no significant effects.

Graph-Theoretical Network Analysis

Across the whole range of relevant correlation thresh-
olds, the threshold of » = 0.85 revealed the network that
represents the best small-world topology, which is defined
by a high y and a A ~1. This network (the average correla-
tion matrix across all subjects) is composed of 84 nodes
and 1,040 edges; connection density: 0.149. Table I and
Figure 4 display all small-world indices for the differently
thresholded average matrices.

After applying this particular threshold (r = 0.85) to
each subject, the small world indices (edges, clustering
coefficient, path length and degree) were computed for
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Figure 2.

The partial correlation analysis between the performance in the RAPM and the six electrode
clusters of all frequency bands is displayed. The correlation coefficient is plotted on the y-axis.
The Fisher’s permutation test revealed only significant relationship in the right posterior cluster
of the upper alpha band (p < 0.05, corrected for multiple comparisons).

Figure 3.
After removing the effect of age, the intracortical source localization analysis (with Fisher’s permutation
test) revealed a positive significant correlation between upper alpha activity in the right parietal cortex
and psychometric intelligence (p < 0.05, corrected for multiple comparisons). The significant cluster is
displayed in red. The MNI-coordinates of the local maximum are (X = 55, Y = —25, Z = 30).
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TABLE I. The small-world indices of the differently thresholded mean correlation-matrices of the intracortical
graph-theoretical network analysis are displayed

Threshold 0.65 0.7 0.75 0.8 0.85 0.9 0.95
Edges 2,640 2,278 1,904 1,468 1,040 746 518
Density 0.379 0.327 0.273 0.211 0.149 0.107 0.074
C 0.71 0.678 0.647 0.621 0.581 0.571 0.545
L 1.751 1.893 1.385 1.595 2.665 3.686 4.161
v weighted 1.244 1.302 1.392 1.601 2.585 3.255 3.475
A weighted 1.118 1.148 1.175 1.267 1.268 1.644 1.796

Across the whole range of relevant correlation thresholds, the threshold of » = 0.85 (bold) elucidated the network, which represents the

best small-world network organization.

each subject individually and partial correlations between
the small-world indices and the performance in the RAPM
were calculated. The partial correlation analyses revealed
positive correlations for the number of edges (r = 0.352,
p = 0.004) and the clustering coefficients (r = 0.373, p =
0.002), while for the path length a negative relationship
emerged (r = —0.305, p = 0.014). All correlations are sum-
marized in Table II (for all the other frequency bands see
Supporting Information Table S7).

Identification of hub regions

Hub regions were evaluated by weighted degree central-
ity and betweenness centrality (Supporting Information
Table S8) measurements for the correlation threshold (net-
work) that represents the best small-world organization
properties (r = 0.85). The partial correlation analysis

between weighted degree centrality and intelligence
revealed significant positive correlations primarily in the
parietal cortex, anterior cingulate gyrus, and fusiform cor-
tex. The higher the intelligence the higher was the degree
centrality in these regions (see Fig. 5). Significant negative
correlations of the RAPM with the intracortical organiza-
tion of the hub regions were found primarily in the frontal
cortex and posterior cingulate gyrus. The higher the intelli-
gence the lower was the degree centrality in these regions
(see Fig. 6). The exact positive and negative correlation
coefficients are summarized in Supporting Information
Table S1 and S2.

DISCUSSION

This study sought to delineate the relationship between
functional brain network characteristics on the basis of

Clustering Coefficient Path Length
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correlation coefficient threshold correlation coefficient threshold
Figure 4.

The different clustering coefficients and path length of the differ-
ently thresholded mean-weighted correlation matrices and the
computed random correlation matrices of the intracortical
graph-theoretical network analysis are plotted in the two dia-
grams. The x-axis shows the different correlation coefficient

thresholds. On the y-axis the values for the real and the random
clustering coefficient and the path length respectively are dis-
played. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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TABLE Il. Listed are the correlations coefficients of the
partial correlation analysis between the small-world
indices of the intracortical graph-theoretical network
analysis and the intelligence performance

Edges C L
r 0.352 0.373 —0.305
p 0.004 0.002 0.014

In addition, the p value whit the correlations are presented (p <
0.05, corrected for multiple comparisons).

resting state EEG and psychometric intelligence. The intra-
individual stability of resting EEG measures has repeat-
edly been demonstrated [Ambrosius et al., 2008; Anokhin

Cingulate Gyrus

posterior

anterior

posterior

et al.,, 2006; Ivonin et al.,, 2004; Linkenkaer-Hansen et al.,
2007; Napflin et al., 2007; Neuper et al., 2005; Orekhova
et al.,, 2003; Posthuma et al., 2001; Smit et al., 2006; Tang
et al., 2007; Vogel, 2000]. For example, Népflin et al. [2007]
showed that the shape of alpha band power spectra is
fairly stable across 12-40 months. Their reliability meas-
ures revealed a sensitivity of 88% and specificity 99.5% for
classifying individual subjects by their resting EEG meas-
ures. Other studies using more conventional reliability
measures report strong retest reliabilities for the alpha and
beta band power ranging from ry = 0.8 to ry >0.9 [Kon-
dacs and Szabo, 1999]. Finally, on the basis of twin studies
resting EEG measures have been demonstrated to be more
similar in monozygotic twins than in dizygotic twins, thus
resulting in high heritability scores for these measures

anterior

superior

inferior

Figure 5.

The weighted degree centrality measurements of the intracorti-
cal graph-theoretical network analysis, which were significant
positively correlated with intelligence, are displayed depending
on the magnitude of the correlation coefficient (dark red corre-
sponds to the highest correlation). A significant degree of a
node is defined by exceeding the significance threshold p < 0.05
(uncorrected for multiple comparisons). Furthermore, the con-
nections of hub regions in which the hubs were positively corre-

lated with the intelligence (p < 0.05) are presented as lines
between the different nodes. The hub regions in the image are
shown according to a glass brain to facilitate the view of the
entire network. In addition a schematic visualization of the net-
work is provided, which includes the significant Brodmann areas
and their interaction with each other. The size of the Brodmann
areas represents the magnitude of the correlation with the intel-
ligence test performance.
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anterior
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Figure 6.

The weighted degree centrality measurements of the intracorti-
cal graph-theoretical network analysis, which were significant
negatively correlated with intelligence, are displayed depending
on the magnitude of the correlation coefficient (dark red
accords to the highest correlation). A significant degree of a
node is defined by exceeding the significance threshold p < 0.05
(uncorrected for multiple comparisions). Furthermore, the con-
nections of hub regions in which the hubs were positively corre-

[Ambrosius et al., 2008; Anokhin et al., 2006; Ivonin et al.,
2004; Linkenkaer-Hansen et al., 2007; Orekhova et al.,
2003; Posthuma et al., 2001; Smit et al., 2006; Tang et al.,
2007]. Thus, resting EEG can be taken as a stable biological
marker for individual brain activity that can be related to
cognitive performance. The resting state can be viewed as
a kind of starting point from which subsequent cognitions
are generated and monitored. Thus, a more efficient rest-
ing state (indexed by increased small-worldness) would be
beneficial for subsequent cognitions (see also reference
[Klimesch, 1999]). Our hypothesis was that more intelli-
gent subjects rely on a functional resting state network
that resembles more strongly a small-world network than
less intelligent subjects. In fact we identified a significant

lated with the intelligence (p < 0.05) are presented as lines
between the different nodes. The hub regions in the image are
shown according to a glass brain to facilitate the view of the
entire network. In addition, a schematic visualization of the net-
work is provided, which includes the significant Brodmann areas
and their interaction with each other. The size of the Brodmann
areas represents the magnitude of the correlation with the
RAPM.

correlation between small-worldness and psychometrically
determined intelligence. Higher psychometric intelligence
was associated with increased small-world organization of
the upper alpha band. In the following, we will first dis-
cuss why the upper alpha band is so important for our
study. Subsequently, we will then relate our findings in
the network analysis to published findings in the neuro-
physiological and psychological literature.

A data driven approach was used for the scalp map
analysis in which power values were obtained for the dif-
ferent frequency bands and the different electrodes were
correlated with intelligence. Using this approach, we iden-
tified only one significant “electrode cluster” correlating
with psychometric intelligence. This cluster was located on
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the right posterior scalp. This correlation was obtained for
the upper alpha band. In addition, our intracortical source
localization analysis revealed a significant correlation
between the current densities of the upper alpha band in
the right parietal cortex and psychometric intelligence,
suggesting that the upper alpha band is a strong predictor
of intelligence. Because the scalp map and intracortical
source localization analysis revealed only significant
results in the upper alpha band, we focused the graph-the-
oretical network analysis on the upper alpha band.

Alpha power emerges as a result of synchronous oscilla-
tions of synaptic potentials in large populations of neurons
(mainly pyramidal cells) spread over the cortex [Michel
et al., 2009]. Although the exact mechanisms of alpha
rhythm generation and its functional meaning are not yet
fully understood, there is mounting evidence that
synchronized oscillatory activity in the cerebral cortex is
essential for spatiotemporal information coordination and
integration [Klimesch, 1999; Singer and Gray, 1995; Varela
et al., 2001; Womelsdorf et al., 2007]. Several studies sug-
gested that synchronized oscillatory activity in cell assem-
blies plays a key role in encoding, storage, and retrieval of
information in the brain [Birbaumer et al., 1990; Lisman
and Idiart, 1995]. Moreover, alpha power correlates posi-
tively with indices of mental activity level, academic per-
formance in high school students, performance on
memory tasks, and with the performance in intelligence
tests [Golubeva, 1980; Klimesch, 1999].

The main purpose of our study was to identify a func-
tional network associated with intelligence. Therefore, we
applied a graph-theoretical network analysis using topo-
graphic EEG measures and intracortical current densities.
Small-world networks are attractive models for the
description of complex brain networks because these net-
works explain how the brain minimizes wiring costs
while simultaneously maximizing the efficiency of infor-
mation propagation and therefore are ideal to test neural
efficiency theory and P-FIT intelligence [Achard and
Bullmore, 2007; Kaiser and Hilgetag, 2006; Sporns et al.,
2004]. Assuming that small-world networks reflect an
optimal balance between local processing specialization/
integration and global information propagation, the lon-
ger paths combined with lower clustering in the net-
works of less intelligent subjects indicate a deviation of
the normal balance and render their networks more simi-
lar to a regular (less efficient) network configuration. It
has been suggested that regular configurations have
reduced signal propagation speed and synchronizability
compared with small-world networks [Strogatz, 2001]. A
similar less efficient network architecture as found in
this study for the less intelligent subjects (but to a lesser
degree) was found in patients with Alzheimer’s disease
[de Haan et al.,, 2009; Stam et al., 2007], schizophrenia
[Rubinov et al., 2009] and brain tumor [Bartolomei et al.,
2006]. Thus, low performance in intelligence tests can be
related to changes in small-world network characteristics
that might reflect a less optimal topological network

organization. Using diffusion tensor imaging (DTI), Li
et al. [2009] identified a similar relationship between
small-world network indices (derived from fiber tractog-
raphy) and psychometrical intelligence as we found in
the present study.

Closer inspection of the hubs and nodes of the identified
network revealed four most prominent brain areas in this
network: the parietal lobe, the fusiform gyrus, the cingu-
late gyrus, and the frontal cortex. The strongest positive
correlations between degree centrality and intelligence
were found bilaterally (more pronounced on the right
hemisphere) in the parietal cortex (BA 5, 7, 39, 40). Thus,
our a priori hypothesis with respect to the core role of the
parietal cortex in monitoring intelligence was substanti-
ated. The finding of the parietal cortex as a hub region in
psychometric intelligence is in close correspondence with
findings of other studies using fMRI or PET [Gray et al.,
2003; Jung and Haier, 2007]. In addition, Jung and Haier
[2007] emphasized in their meta-analysis that more than
80% of the included studies report activations within BA 7
in association with the performance in intelligence tests.
The parietal cortex can thus be considered as a main hub
region for controlling intelligence.

The fusiform gyrus (BA 37) is known as a processing
centre for category specific perception [Martin et al., 1996],
expert perception [Wong et al., 2009] or logical rule identi-
fication [Tachibana et al., 2009]. In addition, changes in
grey and white matter in the parietal cortex and the fusi-
form gyrus were found in children with developmental
dyscalculia compared to a control group [Rykhlevskaia
et al., 2009]. The dominant left-sided involvement of the
fusiform gyrus identified in our study needs additional ex-
planation. First, left-sided activity in the fusiform gyrus
has been identified as core activity related to intelligence
in the meta-analysis by Jung and Haier [2007]. In addition,
the left-sided fusiform gyrus is known to be involved in
retrieval of words [Tsapkini and Rapp, 2009] and in the
imagination of perceiving objects [Ishai et al., 2000]. Thus,
it is possible that solving intelligence tasks requires the
application of imagination abilities. In the case of the intel-
ligence test used in our study (RAPM), it is necessary to
use mental imagery to determine whether a particular
item fits into a particular pattern.

The third hub region was identified in the anterior cin-
gulate gyrus (BA 24). This finding is in accordance with
the finding of Haier et al. [2003] who found the strongest
functional connectivity between BA 19, 37 and the cingu-
late gyrus differentiating between subjects with high and
low intelligence. They interpreted their results as individ-
ual differences in the ability to resolve competition
among incoming visual stimuli [Haier et al., 2003]. The
key role pinpointed here is response selection and
response inhibition, which are psychological functions
known to be related to activity in the anterior cingulate
cortex. Although none of the previous studies investi-
gated this issue from the perspective of a distributed
brain network and did not relate this activity to small-
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world network characteristics, they nevertheless support
our findings.

Negative correlations between degree centrality (local
connectivity) and intelligence were found in the frontal
cortex and the posterior cingulate gyrus. The frontal cor-
tex has been associated with decision-making, accommo-
dation of novelty and planning complex cognitive
behaviors, which could be summarized under the term
executive function [Andersen and Cui, 2009; Miller and
Cohen, 2001]. Most studies investigating intelligence
found intelligence-related activity in frontal brain areas
(cf. reference Jung and Haier [2007] for an extensive
review). According to the neural efficiency theory [Neu-
bauer and Fink, 2009], only specific brain areas such as
the frontal regions demonstrate neural efficiency for
intelligence, whereas other brain regions such as the pa-
rietal cortex show a positive association. Our results are
exactly in line with these assumptions of the neural effi-
ciency theory.

Further studies using graph-theoretical analysis at an
intracortical level could be improved by referring to the
individual brain anatomy, which creates less uncertainty
for inverse modeling than an average brain. In addition,
one of the unsolved problems in connectivity analysis
based on EEG data is the volume conduction, although to
a lesser extent in the intracortical space than at sensor
level, which could even be improved by using only the
lagged coherence. We used the coherence measure,
because the other valid connectivity measure, phase syn-
chrony as used by Singer and Gray [1995], has not
revealed any small world topology. Another issue in
studying intelligence is the influence of age. We found a
strong correlation between age and IQ and thus used age
as a covariate to statistically eliminate age effects on the
EEG data. However, the implicit assumption here is that
age is linearly related to alpha?2 activity; however, it might
be that there are also non-linear associations, which we
did not detect in our analyses (Supporting Information
Figs. 52, S3 and Table S6).

To our knowledge, this is the first study that investi-
gated the relationship between psychometric intelligence
and brain functional networks using intracortical current
densities and graph-theoretical network analysis. We
showed that psychometric intelligence correlates with
small-word network properties of functional brain net-
works at the resting state. Increased performance in the
intelligence test was associated (1) with a higher clustering
coefficient reflecting increased local network efficiency and
(2) with a shorter characteristic path length suggesting
faster global information propagation. In other words, the
more intelligent the subjects the more their functional net-
work is organized according to a small-world network.
Our results corroborated the P-FIT of intelligence [Jung
and Haier, 2007] and emphasized the important role of a
distributed network including parietal and frontal areas.
Our finding is also in line with the neural efficiency hy-
pothesis since this theory also emphasizes a fronto-parietal

network that is important for intelligence [Neubauer and
Fink, 2009].
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